
Tackling Fake News Detection by 
Continually Improving Social Context
Representations using Graph Neural 
Networks
BY NIKHIL MEHTA ET. AL.  (ACL 2022)

PRESENTED BY:

GROUP 53

Members: 
Presenter 1: Edwin Wang
Presenter 2: Shashank Rangarajan
Chia-Yu Tung
Rishabh Ghosh
Michael Guastalla



Motivation & Problem Description
Motivation: 

● The popularity of social media has given rise to the spread of Fake News, hence, detecting it has become 

urgent and challenging

Problem Description: 

● Task: Given sources, articles they publish, and social media users that interact with them, what is fake news?

● Main Question:  Given social media context (in-terms of a graph) can we reason about fake news?

● Main idea - Social Homophily: the tendency of individuals to form social ties with others who share their views 

and preferences





Related Works
● Fake News Detection:

○ Earlier works:  Treat it as a classification problem, where they assess the factuality level from 
representations of news and their social context
■ Disadvantage:  They do not capture the interactions between the users and sources that share fake 

news on social media 
○ Recent works: Use Graph Neural Networks (GNNs) which counter the above disadvantage.

■ Disadvantage: They do not tend to uncover the hidden relationship between social media entities 
like - sources, articles, users, etc.

● Iterative Graph Learning:

○ These works learn to augment graphs such  as by using end-to-end neural models optimized for the final 
task

■ Disadvantage: end-to-end learning can be prone to be task specific (edges may be created solely for 
achieving higher classification accuracy), rather than learning a high quality social media 
representation. 



Proposed Solution 
1. Graph Creation Using Social Context

2. Graph Embedding Using RGCN 
(Relational Graph Convolutional Network)

Nodes:
- S (Sources): Twitter and YouTube profiles embeddings 
- A (Articles): Sentences embeddings (SBERT, RoBERTa) 
- U (Users): Twitter profile embeddings of the Twitter users 

that interacted with articles and sources
Edges:

- e(S, U) - User U follows source S (upto 5000)
- e(S, A) - Article A produced from Source S (upto 300)
- e(A, U) - User U tweets Article A (within 3 months)
- e(U, U) - User follow each other

h - hidden representation U - neighbouring node representation
z - normalization factor R - relationship
W - trainable parameter l  - layer number
i - index of node



3.  Inference Operators

4.  Joint Inference & Representation

Two broad types:
1. Recommendation Style: 

a. User-Source
b. User-User
c. User-Article

2. New Edge Types:
a. Source-Source
b. Article-Articles
c. Influencers

Iteratively repeat Steps 2, 3 until convergence 

(determined by dev set performance for the task)





Results

Datasets Used:

● Media Bias/Fact Check dataset (Baly et al., 2018, 2020b)
○ The public dataset consists of 859 sources, each labeled on a 3-point factuality scale: low, mixed, and high

○ Final graph consists of 69,978 users, 93,191 articles, 164,034 nodes, and 7,196,808 edges

○ Used for news source classification

● Fake news article detection dataset (Nguyen et al., 2020)
○ For each article, the dataset provides its source and a list of engaged users.

○ the followers for each user were also collected, leading to a graph with 48,895 users, 442 sources, and 1,050 articles

○ Used for news article classification



Results



Summary & Conclusion

Summary: 

● The work proposes a new approach for tackling fake news detection that involves continually improving 
social context representations using an iterative representation learning and inference framework.

● The framework involves learning an initial graph embedding and applying different inference operators to 
reveal hidden relationships in the graph, capturing more knowledge about the social dynamics that allow 
fake news to propagate.

Conclusion:

● The learnt hidden embeddings prove to be useful for various downstream applications - including user 
segmentation/ clustering, etc.

● The proposed approach is suitable for the social media space as the interactions between various entities 
continue to grow, and the approach can easily accommodate such interactions
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